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Agricultural production is something on which the economy significantly relies. Leaf diseases in agriculture are
the key issue for every nation, as the food demand is expanding at a rapid speed due to a rise in population.
Skin disorders are usually seen in animals and humans, it is a particular sort of illness caused by germs or
infection. Early and accurate identification and diagnosis of leaf and skin diseases are vital to keeping them from
spreading. Image processing techniques can be used for disease detection which involves mathematical equations
and mathematical transformations. For humans eyes image is a mixture of RGB colour, because of these colours
we can extract some of the features from the image, but modern computer stores image in a mathematical
format which means computer sees the image as numbers, hence after evaluating the image as a number arrays
or matrix we will perform various transforms on them, these transforms will extract specific details from the
picture, before transforming the image must go under various operation like feature adjustment which is also
carried out mathematically. The project is implemented using K-Means Clustering and Support Vector Machine

Algorithm in MATLAB through which we can detect and distinguish different types of leaf and skin diseases.

Introduction

Image is a mixture of RGB colours for normal eyes, but images are
real numbers inside a matrix for digital devices such as computers and
cameras. Since modern images exhibit digital and numerical character-
istics, we can apply some mathematical transformation and by adjusting
their parameters we can extract some of the hidden details on them [1].
Based on those extracted features, we can do further research like cal-
culating a man’s age by processing face and extracting skin data, etc.
Images are regarded as numbers within the matrix, and the magnitude
of these numbers determines the colour of that pixel in the real world.
To extract a little information, the precise numbers within that matrix
should be highlighted by using a few algorithms and mathematically
changing the matrix. However, it is not possible to detect the nature
of the sickness by extracting the features; instead, the analysis must be
done on the collected data, which takes time and involves a human op-
eration. Advancements in image processing technology and algorithms
can be used in medical science to determine the various diseases and
their stages. Some of the diseases can be visually inspected and some
of them require both visual inspection and medical tastings for confir-
mation [2]. As computers can adjust the parameters of images, they
can accurately differentiate some parts on images as abnormal based on
training data and hence this saves time. The key feature of Al is that
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after training this will learn on its own hence for new data types this
will offer a dynamic response. And, in today’s world, Al is employed
everywhere, and in the future, all Al-based systems may be integrated
as one, making the interface simple.

Initially, Disease Detection System (DDS) is trained by providing nu-
merical data of different disease types. In the disease detection mode,
DDS will constantly compare sample data with training data and pro-
vide an output based on less error between the two data types. In other
words, it will provide a result based on a higher likelihood of closed ap-
proximation. Indian agriculture has a rich history, and it contributes to
the country’s economic strength. However, as new types of diseases are
emerging and tests take a long time and are expensive, many farmers
are reluctant to do these tests, and as a result, they may suffer losses
[3]. Similarly, skin illnesses are spreading at an alarming rate. Most of
us will neglect minor skin diseases due to our hectic lifestyles and the
initial cost of the test. Later, these minor diseases will cause substantial
issues, therefore we may use image processing-based detectors to deter-
mine the type of the sickness in the primary stage and take measures or
therapy on primary days to avoid health concerns.

Literature survey

Sachin D. Khirade and A.B. Patil [4] proposed a method in which leaf
disease can be detected by providing green leaves, the method is based
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on K-Means clustering and some auxiliary algorithms the detection steps
involves image acquisition after that pre-processing stage takes over and
does some basic transforms after that image segmentation takes place
which is carried out by K-Means cluster algorithm then classification is
carried out by ANN block also this paper gives some mathematics behind
mathematical transforms.

The paper proposed by Leon Bottou and Yoshua Bengio [5] gives all
details about popular K-Means clustering especially this paper described
as gradient descent algorithm and/or this can also be described by im-
proving mathematics of EM algorithm. Also, they proved that quantiza-
tion error is minimum, the reason for this is due to the usage of a very
fast Newton algorithm.

The paper proposed by P.K. Agarwal and C.M. Procopiuc [6] pro-
poses an algorithm for solving the K-Centre problem in various system-
related matrixes, they showed that the algorithm can also be extended
to other matrixes and by solving them we can get a solution to discreet
K-Centre problems. also, they described a simple (1 + 1) approximation
algorithm for the K-Centre problem.

The paper proposed by Ahmed S. Abljtaleb [7] has the main goal of
extending entropy-based thresholding technique for 2D histogram, also
study of individual pixels’ grey level value and neighbourhoods average
value is carried out. This proves that the threshold is a vector that has
two access points, the first one is pixels’ grey level and the second one
is its average value. Also, this proposed method works very efficiently
when the noise level is small.

The paper proposed by Nidhal K. El Abbadi, Nizar Saadi Dabhir,
Muhsin A. AL-Dhalimi, and Hind Restom [8], proposed a system for
detecting skin disease using ANN. The key to detecting disease is colour
of skin and GLCM and based on training data and colour detection they
successfully detected psoriasis skin disease and the algorithm omitted
healthy skin.

The paper proposed by Dr. S.Arivazhagan, Mrs. R.Newlin Shebiah,
Ms. K.Divya, Ms. M.P.Subadevi [9] implemented a human skin disease
detection system that works on the principle of an automated system
based on texture analysis. the skin element melanin and haemoglobin
distributions are differentiated by independent component analysis
which is based on skin colour, the grey level run-length matrixes are
used to derive texture features.

The paper proposed by S. Kolkurl, D. Kalbande, P. Shimpi, C. Ba-
pat2, and J. Jata-kia [10] implemented RGB colour based human skin
disease detection system, here three primary colours RGB, Hue, satu-
ration, value, Chrominance, and Luminance are the base for detection,
their main goal is to detect pixel of given image very efficiently. The al-
gorithm is designed to consider both primary colour and combinational
range which naturally increases accuracy in recognizing the affected
area.

Shima Ramesh and Ramachandra Hebbar [11] proposed that Plant
infections are a substantial danger to sustenance security, but their rapid
distinguishing verification remains problematic in many parts of the
globe because of the non-presence of the fundamental foundation. The
advancement of accurate algorithms in the area of leaf-based image cate-
gorization has demonstrated outstanding results. This article makes use
of Random Forest in differentiating between healthy and sick leaves
using the data sets provided. Their suggested work comprises multi-
ple stages of implementation like dataset generation, feature extraction,
training the classifier, and classification. The produced datasets of in-
fected and healthy leaves are jointly trained under Random Forest to
categorize the infected and healthy images. For extracting characteris-
tics of an image, they utilize a Histogram of an oriented Gradient (HOG).
Applying machine learning to train the massive data sets accessible pub-
licly offers a clear technique to identify the illness existing in plants at
a gigantic scale.

Monzurul Islam and Monzurul Islam [19] Modern phenotyping and
plant disease detection give hopeful steps towards food security and
sustainable agriculture. In particular, image and computer vision-based
phenotyping gives the capacity to analyse quantitative plant physiology.
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On the contrary, manual interpretation demands a significant amount of
effort, knowledge in plant diseases, and also requires excessive process-
ing time [20]. In this study, we describe a technique that mixes image
processing and machine learning to enable identifying illnesses from leaf
pictures. This automated technique identifies illnesses on potato plants
using a publicly accessible plant picture collection named ‘Plant Village’
[21]. Our segmentation technique and application of support vector ma-
chine exhibit illness classification over 300 images with an accuracy of
95%. Thus, the suggested technique gives way toward automated plant
diseases identification on a huge scale.

Proposed methodology

The basic control flow diagram of the disease detection system is
shown in Fig 1. The system is mainly used to detect the disease of leaves
and skins. The flowchart of the disease detection system comprises of

Input image

For performing image processing the presence of the image is the
primary requirement, an appropriate image with appropriate size and
resolutions must be provided, the image can be loaded from the root
folder, or for live image processing we can interface an external camera
to our system after capturing the image can be loaded to the system as
the primary input. If required we can use an online image library as an
image source here the images are stored in cloud storage by accessing
them, we can directly load the image, without the image the system
decides input as a null matrix.

Pre-processing

The Disease Detection System converts the input image into a two-
dimensional matrix expressed in RGB format. Based on the magnitude of

Input Image

Classify it as
a Leaf or
Skin Image

Leaf Image Skin Image
Pre-Processing Pre-Processing
1 1
Apply Clustering Apply Clustering
Algorithm Algorithm
1 i
Segmentation of Segmentation of
Leaf image Skin image
| |
Feature Feature
Extraction & Extraction &
Comparison with Comparison with
the Database the Database
| |
Identification and Identification and
Classification Classification
of Leaf Disease of Skin Disease

Fig. 1. Flow chart of Disease Detection System.
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the numbers inside the matrix, it is possible to determine the prevailing
colour of the input image as well as to detect and classify the image type
as skin or leaf. If R>G, the image is of the skin type; otherwise, it is of
the leaf type. Then input image is converted to LAB colour space from
standard RGB format. All the images are finally reduced to a consistent
size.

Clustering and segmentation of image

The input image has all of the required information for the process-
ing. But the underlying difficulty is that the impacted area may be any-
where on the image. To detect the damaged area K-means algorithm
is used which splits the whole image into tiny sections and then does
image processing on each component. If any unaffected areas are dis-
covered it excludes them from consideration. If it detects the impacted
areas, it reserves them for further analysis. The K-means algorithm is an
iterative technique that segments the dataset into K pre-defined discrete
non-overlapping subgroups.

Extraction of feature & comparison with database

This is one of the most important steps in the flow of disease detec-
tion. Feature extraction refers to the process of turning raw image data
into numerical features. This lowers the number of resources required
to represent the data and may be processed while maintaining the in-
formation of the original data set to offer superior outcomes. The image
components like colour, intensity, etc., are adjusted such that the hidden
features of the diseases get highlighted. These extracted features will be
helpful to detect disease very quickly and efficiently when compared
with the test database of skin or leaf disease.

Identification and classification of disease

An image of type either diseased leaf or diseased skin is given as input
to the disease detection system. SVM Classifier is used for classification
purposes. If the input image is of skin disease, the system will classify it
into Melanocytic naevus, Basal-cell carcinoma, and Actinic keratosis. If
the input image is of leaf disease, the system will identify and classify it
to Alternaria Alternata, Anthracnose, Bacterial Blight, Cercospora Leaf
Spot, and Healthy Leaf.

Algorithm description

Algorithms are sets of instructions that accomplish tasks like arith-
metic, data processing, automated reasoning, and automated decision-
making. The majority of machine learning solutions are created and
deployed using off-the-shelf machine learning algorithms with small
tweaks. Some of the algorithms utilised in the DSS are listed below.

K - Means Clustering

It is a centroid based iterative algorithm, where K represents the
number of clusters and at the beginning, for K = N it creates a cen-
troid Cy and the algorithm starts at some random point C,, where m
is a random number that lies between zero and N. This is used as a
prime technique in our proposed design and this algorithm method was
first suggested by Hugo Steinhuas in the year 1956 but the technique
was modified and shaped by Stuart Loyd in the year 1956. This method
is widely used in image processing and data mining. In this algorithm
smaller the index of the cluster better is the speed and performance. To
reduce this index error criterion and square errors are used as the base
of this algorithm. At the beginning of the process, it will select some
points on the interesting area this point of interest indicates the focal
point of the initial cluster. After this it will continue its process con-
cerning reaming part to their focal point if distance vector is minimum
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then its output will be indicated initial classification, else again modifi-
cation to the initial stage is made by recalculating focal points of each
cluster this process will take place till we get a satisfying result, this
method is generally simple and reliable [12]. This K-cluster algorithm
heavily depends upon initial points, since points of selection are random
each time the produced outcome will be different. For extremum, this
algorithm uses gradient method or in other words, this algorithm also
depends upon target function, the gradient method’s direction search al-
ways travels along the axis which is nothing but the direction of energy
decrease. In other words, if a selection of the initial point is not proper
then the whole process or algorithm becomes the local minimum point
[13]. This algorithm uses an objective function which is given by

2
- k
7= Xy 2o (- ui) M
Where
x; . v; is the Euclidean distance between x; and v;.

¢ = Number of clusters

k = Number of data points

The algorithm flow is described in the following steps:

Initialize the centroid and randomly select c cluster centre then cal-
culate x;-v; for different values of i & j.

Now assign a data point to a cluster centre such that the distance
between the data point and that cluster is minimum compared to other
cluster centroids.

For assigned data point recalculate centre using the equation:

1
vj = - zx,a-jxi @)
1
Where ¢, is the number of data points in the i t cluster.
Now distance value for the recalculated centre and the cluster can
be calculated. If the distance is very minimum or it is zero, stop the

iteration otherwise repeat the procedure from step 2.
Otsu threshold algorithm

The working of this algorithm is mainly dependant on a set threshold
value, if a certain part of the image falls below the threshold value,
then those parts are represented by binary zero, and the parts which are
above thresholds are represented by binary one, thus this algorithm is
used to transform greyscale images into a binary image [14]. Here each
pixel will hold some numerical values from 0 to 256, the value of these
pixels indicates the intensity of that pixel, so to highlight or remove
that pixel we set threshold values. Once the threshold values are set,
the intensity of that pixel may be modified based on that value, which
aids in the removal of some of the portions of the input picture. This
approach is a prominent technique in image processing because of this
feature. This approach is usually inferred when the picture is converted
to a greyscale image or when the image is converted to a binary image.
The threshold value will be determined based on the region of interest
and it will now be extremely easy to separate the undesirable area from
the interested area.

The Otsu algorithm is as follows:

Since the output is a two-state binary distinguish pixel into two clus-
ters.

Now calculate the mean values of both clusters and square the sub-
traction values of them.

If m and n hold the pixel values of the individual cluster, then mul-
tiply both m and n.

Boundary and spot detection algorithm

Boundary detection is a prominent approach in image processing
that may be applied in the identification of an item, type, and segmen-
tation in an image. The boundary or edge may be determined by de-
tecting a change in pixel values across a range of integers. This may
be utilized as a pre-processing technique in disease diagnosis since the
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Fig. 2. The enhanced version of the input.

+ Figure 1 O X
File Edit View Insert Tools Desktop Window Help ~
MEade B RAR0DRLL- A/ 0DE D
Contrast Enhanced
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|
Clusiar 1 Clustar I Clusler X
Fig. 3. After K-Means cluster.
Fig. 4. Entry of afflicted area’s cluster number.
Ty — =

Enter The Cluster Number Containing The Affected Area Only

oK

Cancel

impacted portion separation is the initial stage in disease identification.
Hence by identifying the edge and by deleting the remainder of the com-
ponent, we may sequentially extract that section. The impacted region
detection is based on the change of colour of a target item [15]. Even
though it is a pre-processing tool plenty of calculations have to be done.
This algorithm converts the provided colour picture into three sections
called Hue, Intensity, and saturation (HIS) model. With the aid of this
enhanced image, the algorithm quickly detects the border and spot of
a specified colour for the provided image. Hence, it’s possible to de-
termine the damaged region. Also, this method helps to separate the
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background from the target item hence it changes the raw image into
the processable image.

GLCM algorithm

Any RGB image can be resolved into HSI (Hue, Saturation and Inten-
sity) model, we can extract specific features by adjusting the RGB values.
The grey level Co-occurrence matrices simply known as GLCM is one of
the widely used algorithms in image processing to extract the textural
aspects of the input image [16]. This is one of the widely used methods
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Fig. 5. The result window.

X

Input Type: Leaf.

Disease: Alternaria Alternata

About: Alternaria alternata is a fungus which has been recorded causing
leaf spot and other diseases on over 380 host species of plant. It is an

opportunistic pathogen on numerous hosts causing leaf spots, rots and

blights on many plant parts. It can also cause upper respiratory tract

infections and asthma in humans with compromised immunity.

Scientific classification:-

1. Kingdom: Fungi

2. Division: Ascomycota

3. Class: Dothideomycetes
4. Order: Pleosporales

5. Family: Pleosporaceae
6. Genus: Alternaria

7. Species: A. alternata

Treatment:-

Treatment for alternaria requires fungicide to be sprayed directly on

infected plants, as well as improvements in sanitation and crop rotation

to prevent future outbreaks.

Mulch can help to slow the spread of alternaria spores already in the soil

when applied immediately after planting.
Crop rotation is vital to preventing alternaria fungal spores from

germinating - although the many alternaria fungal diseases look similar,

the fungi themselves are often very specialized in the type of plant they

will attack; gardens on four year rotations can avoid alternaria building

in the soil.
4 Figure 1 o O X Where

File Edit View Insert Tools Desktop Window Help ¥ l[(R - B)(R-G)]

NEWde b RAODRL- Q08 a0 0 = cos™! - 1 “
[(R ~ G’ +(R-B)G - B)i]
Contrast Enhanced
The Saturation(S) and Intensity(I) value can be given by
= ; min [R, G, B] o)
[R+ G + B]

I=%[R+G+B] (©6)

Fig. 6. The enhanced version of the input.

in the analysis of image texture. This also provides multidimensional co-
occurrence matrices that are often utilised in object identification and
comparison. Hence this is a beneficial approach when clustering is es-
sential. This is mathematically described in the following equations:

H = {6; B(G 360 — 0; B)G ©)
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Hence HSI is a function of RGB this method adjusts RGB values to
obtain the desired output.

SVM algorithm

Support Vector Machine (SVM) is a supervised machine learning ap-
proach that may be utilized for both classification and regression issues.
However, it is usually employed in categorization difficulties. In the
SVM method, we represent each data item as a point in n-dimensional
space with the value of each feature being the value of a given coordi-
nate. Then, we accomplish classification by selecting the hyper-plane
that separates the two classes extremely effectively. Support Vectors
are just the coordinates of each observation. The SVM classifier segre-
gates the two classes very efficiently SVMs are Effective in high dimen-
sional scenarios and also It is memory efficient since it employs a sub-
set of training points in the decision function called support vectors.
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Fig. 7. After K-Means cluster.
Cluster 1 Cluster 2 Cluster 3

Fig. 8. Entry of afflicted area’s cluster number.

a4 — pd

Enter The Cluster Number Containing The Affected Area Only

QK Cancel

Fig. 9. The result window.
4. Result Box = X

Input Type: Skin Image.

Disease: Melanocytic Nevus.

About: A Melanocytic Nevus (also known as nevocytic nevus, nevus-cell
nevus and commonly as a mole), is a type of melanocytic tumor that
contains nevus cells. Some sources equate the term mole with "melanocytic
nevus", but there are also sources that equate the term mole with any
nevus form. The majority of moles appear during the first two decades of a
persons life, with about one in every 100 babies being born with moles.

to melanoma, a potentially deadly skin cancer. Also, certain children with

large nevi may have melanin, melanocytes and/or nevomelanocytes in their
central nervous systems (the brain and spinal cord). This condition is

known as neurocutaneous melanocytosis (melanosis) (NCM). Most people with
NCM do not have neurological problems. However, some do, and the
complications from NCM can be very serious.

e Severeness: In terms of physical health, pigmented moles have been linked

Classification: Junctional nevus, Compound nevus and Intradermal nevus.

Treatment: Clinical diagnosis can be made with the naked eye using the
ABCD guideline or by using dermatoscopy. An online-screening test is also
available to help screen out benign moles.

Home Remedies: Regular application of onion juice, applying iodine to mole
and burning the mole off with apple cider vinegar.

Experimental results model. K-Means Clustering is used to determine the number of clusters
as shown in Fig 3.
Different types of datasets related to leaf disease namely Alternaria, Once the clusters are obtained from the k-means algorithm, we
Anthracnose, bacterial blights, Cercospora, Leaf Spot and Healthy Leaf should enter the cluster number of the impacted area in the pop-up win-
are considered for training and prediction purposes. Fig 2. shows the dow as shown in the below Fig 4.

enhanced version of the input leaf image which is given as input to the
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Table 1
comparison of various detection techniques/ algorithms of leaf disease detec-
tion.

Reference Applied technique Disease  Accuracy

Asfarian et al., 2013 [17] Texture Analysis and PNN  Rice 83%

Hu YH et al, 2016 [18] Hyperspectral Imaging Potato 95%

Monzurul Islam et al, 2017 [19] RGB Imaging Potato 95%

Proposed K-Means & SVM Tomato  96%
Table 2

Accuracy analysis of proposed Disease Detection System for different types of
leaf and skin disease using SVM.

Disease type Affected area Accuracy
Bacterial Blight 15.0217% 96.3871%
Healthy Leaf 8.8002% 96.2%
Anthracnose 17.4244% 96.3%
Cercospora Leaf Spot 20.0391% 96.3871%
Alternaria Alternata 15.1245% 96.3871%
Melanocytic nevus 15.0015% 96.3871%
Melanoma 52.4064% 96.3871%
Basal-cell carcinoma 15.001% 96.3%
Dermatofibroma 15.0031% 96.2%
Actinic keratosis 32.5603% 96.3871%

After the impacted area number is entered a result window will be
displayed which contains information like the type of the input image
(leaf or skin), disease type and description, Scientific Classification and
required treatments (Fig 5).

Similarly, we have considered different types of datasets related to
skin disease namely Melanocytic naevus, Melanoma, Basal-cell carci-
noma, Dermatofibroma and Actinic keratosis. Fig 6. shows the enhanced
version of the input image.

Fig. 7 shows the K-Means Clustering of the image. Fig. 8 shows the
entry of the afflicted area’s cluster number and Fig. 9 depicts the Result
window, which displays the kind of input, illness type and description,
Severity, and needed treatments.

Table 1 provides the comparative analysis of different techniques/
algorithms of leaf disease detection. From the table above, we can simply
determine that SVM performs better than other classifiers.

Table 2 shows the accuracy analysis of the disease detection system
for different types of input images of either leaf or skin using SVM. The
system provides almost 96% accuracy for all types of diseased input
images.

Conclusion

The appropriate diseases detection and classification is very impor-
tant to avoid some unexpected events. In this paper, we have discussed
various functional blocks and algorithms which are mandatory for image
processing. The project is implemented using MATLAB and successfully
detected and classified skin and leaf diseases based on their physical ap-
pearances using the above-discussed algorithms. By varying the training
data, we can extend the disease detection capability. The system de-
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scribed above may be upgraded to a real-time video access system that
enables uninterrupted plant care.
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